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Abstract
While cloud computing is crucial in processing data from devices with low com-
putational power, the latency introduced by the Internet backhaul limits real-time 
applications. By situating computing resources at the network’s edge, edge comput-
ing offers low-latency services by offloading computations from high-performance 
computing (HPC) data centers to the edge servers, reducing wide Area network 
(WAN) strain. As a result, edge computing has unlocked opportunities for innovative 
applications that were previously unfeasible, such as connected vehicles or medical 
robotics. Nonetheless, deploying the infrastructure required to support edge comput-
ing services raises sustainability and energy consumption concerns. Consequently, 
the development of tools enabling researchers to explore innovative approaches to 
reducing the energy impact of edge computing is crucial. In this work, we present 
MintEDGE, a network simulator focused on the energy consumption of edge com-
puting. Our simulator allows testing energy-saving approaches and task placement 
algorithms in realistic large-scale scenarios encompassing entire regions.
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1 Introduction

High-performance computing  (HPC) has become indispensable in our quest for 
smarter digital infrastructures, enabling the advanced processing of, and the making 
of inferences from the data gathered by a multitude of devices that lack the compu-
tational power to perform the processing themselves. However, while current sen-
sors and smart devices typically offload this computation to their cloud back-end, 
this paradigm introduces a challenge in terms of latency due to the delay intro-
duced by the Internet backhaul. This hinders the development of new applications 
to which timely decision-making is crucial, such as autonomous driving or medi-
cal robotics. Consequently, there is a growing demand for computing capabilities 
in the proximity of the users and, therefore, a shift in how data is processed and 
services delivered, moving from cloud computing toward edge computing. In this 
context, cellular networks, as the user’s entry point to the network, can play a crucial 
role in providing these computing resources via edge servers alongside the Radio 
Access Network (RAN). This deployment of computing capabilities at the edge of 
the network has a profound impact in reducing latency and enabling a myriad of 
new applications, while also reducing the pressure on the capacity of the Wide Area 
Networks (WANs). These edge servers require HPC capabilities to handle complex 
tasks, such as image recognition, machine learning, or real-time sensor data process-
ing. Moreover, the exponential growth in data generation poses a significant chal-
lenge to communication capacity. To effectively address this issue, it has become 
imperative to perform data pre-processing at the network edge [1].

Global warming and the ongoing energy crisis have heightened awareness of 
the energy footprint linked to communication and computing infrastructures. The 
European Union predicts that by 2025, edge systems will account for 12% of the 
computing infrastructures energy footprint  [2]. Additionally, several studies  [3, 4] 
emphasize the importance of designing these infrastructures with energy efficiency 
and sustainability in mind. Consequently, developing efficient techniques to mitigate 
the energy footprint of edge computing is essential. However, evaluating these tech-
niques using hardware testbeds can be challenging due to their cost, limited scal-
ability, and lack of hardware diversity. In this context, network simulators provide a 
valuable and practical tool for network research, offering cost-effectiveness, a con-
trolled experimentation environment, scalability, and reproducibility. They expedite 
protocol development and foster global collaboration by providing accessible tools 
to model diverse network scenarios. In fact, the literature already offers different 
edge computing simulators such as EdgeCloudSim [5] and iFogSim2 [6]. However, 
these simulators prioritize network performance and quality of service (QoS) over 
energy consumption and scalability. On the other hand, the authors of  [7] present 
LEAF, a fog and edge computing simulator that, in contrast to [5, 6], is focused on 
energy consumption. However, LEAF lacks QoS and performance metrics. Further-
more, the ambitious design goals of 6G networks entail a growing dependence on 
Artificial Intelligence  (AI) and Machine Learning  (ML). Consequently, providing 
researchers with tools to simulate realistic user mobility and test the accuracy of dif-
ferent workload predictors for proactive approaches is also crucial.
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To address these challenges, this work presents a multi-tier simulator for energy-
aware strategies in edge computing (MintEDGE). MintEDGE is a versatile edge 
computing simulation framework that prioritizes energy consumption while also 
including QoS and performance metrics, extending our previous work  [8]. Mint-
EDGE permits the configuration of infrastructure features, orchestration, and user 
mobility, empowering researchers to test innovative energy optimization strategies 
and workload predictors in large-scale scenarios, such as entire cities or regions 
with numerous users. MintEDGE aims to provide a tool for researchers to evaluate 
strategies for energy-efficient resource allocations for current infrastructures, such 
as service placement, VM scaling, and the selective deactivation of edge servers. In 
particular, the contributions of this work are as follows: 

(i) We identify the desirable features of a modular, RAN agnostic edge computing 
simulator.

(ii) We outline MintEDGE’s architecture, which is designed for 5G and edge com-
puting but can be easily extended to other access networks or architectures such 
as Wi-Fi or Multi-access Edge Computing (MEC) [9].

(iii) We describe MintEDGE’s key functionalities, such as cellular user configuration 
(e.g., mobility, request arrival rate), the definition of edge services requirements, 
the introduction of workload predictors, and real map testing scenarios thanks 
to integration with the state-of-the-art urban mobility simulator developed by 
Alvarez et al., SUMO [10].

(iv) We employ MintEDGE to comprehensively evaluate the real infrastructure of 
an Mobile Network Operator (MNO) in The Netherlands in scenarios of various 
sizes, demonstrating its capacity to cope with large-scale realistic scenarios.

(v) MintEDGE is released under a permissive MIT license, allowing free use, modi-
fication, and distribution.1

The rest of the paper is organized as follows. Section  2 provides an overview of 
the related work and Sect. 3 describes MintEDGE’s requirements and architecture, 
providing insights into the network and energy models. Then, Sect. 4 reports on the 
performance evaluation, and Sect. 5 contains the conclusions and future work.

2  Related work

Network simulators provide an efficient way to conduct controlled experiments, 
allowing researchers to enhance their understanding of networking principles and 
develop innovative solutions while minimizing costs and real-world deployments 
risks. Traditional network simulators, such as NS-3 [11] or OMNeT++ [12], exten-
sively model all networking layers, with particular emphasis on the physical layer, 
including error rates and interference models. However, they lack representation of 

1 MintEDGE is available at https:// github. com/ blasf1/ MintE DGE.

https://github.com/blasf1/MintEDGE
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the computational resources of the network in architectures such as edge and fog 
computing. Furthermore, these simulators lack dynamism in the placement of tasks 
and applications and the assignment of resources, and their high level of detail 
results in slow simulation speeds for larger-scale scenarios, which is essential when 
testing orchestration approaches. For this reason, researchers and developers have 
introduced new simulators for edge and fog computing architectures, and in this sec-
tion, we provide an overview of some of them.

EdgeCloudSim [5] is based on CloudSim [13], a simulation framework that ena-
bles the modeling and simulation of cloud computing infrastructures. EdgeCloud-
Sim adds functionality to CloudSim to support edge computing scenarios in an easy-
to-use and efficient manner, as well as providing a modular architecture that makes 
it possible to focus on both the network and the computational resources. However, 
EdgeCloudSim lacks energy consumption models and customizable mobility mod-
els in its current version. Another simulator based on CloudSim is iFogSim  [14], 
which focuses on edge and fog computing with a significant emphasis on IoT appli-
cations. IFogSim has evolved into iFogSim2 [6], incorporating new scenarios, use 
cases and customizable mobility. While iFogSim and iFogSim2 inherit basic energy 
consumption metrics from CloudSim, their simplistic model, which is based on two 
power levels (idle and busy), lacks the ability to assess individual computing nodes 
or model energy consumption in the transport network. In  [15], the authors intro-
duce PFogSim, a Fog Computing simulator based on EdgeCloudSim and iFogSim. 
PFogSim extends the capabilities of its predecessors by allowing for multilayered 
architectures but does not provide any energy metrics. Conversely, Yet Another Fog 
Simulator (YAFS) [16], based on complex network theory, concentrates on the rela-
tionships between infrastructure nodes and applications in IoT scenarios. However, 
YAFS does not include energy or user mobility models.

In  [17], the authors introduce PureEdgeSim, which uses analytical and numeri-
cal modelling research on the edge-to-cloud continuum. It primarily focuses on 
large-scale IoT and offers an extensive energy model for battery-constrained devices. 
However, it lacks models for the energy consumption of edge servers and the trans-
port network. Moreover, PureEdgeSim does not support customizable mobility, and 
details on the mobility model, which seems to follow random routes, are not pro-
vided. The authors of [18] present FogTorchPi, a tool focused on the placement of 
applications in the computing resources of Fog Computing nodes, and in particular 
on the study of the feasibility of different deployments. However, while it provides 
extensive QoS attributes and a cost model, it does not provide any energy modelling. 
In [7] the authors introduce LEAF, another Fog simulator whose primary focus is 
on large deployment energy consumption. They use a linear energy model, which 
accounts for energy consumption per basic operation carried out on the CPU, show-
ing its accuracy and scalability. However, they focus on energy consumption, and 
they do not provide essential QoS metrics such as latency. Additionally, LEAF lacks 
the implementation of a user mobility model.

The above overview, summarized in Table 1, highlights the fact that current state-
of-the-art simulators often lack customizable and accurate mobility models, accurate 
energy modeling, or both. Moreover, some of them struggle to handle large-scale 
scenarios, and most focus on IoT and Fog Computing, thus ignoring edge computing 
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infrastructure’s energy consumption and placement strategies, not supporting archi-
tectures such as ETSI’s  [9]. Our proposal, MintEDGE, is a modular lightweight 
simulation framework that addresses these shortcomings by incorporating accurate 
mobility models, including the use of mobility traces such as [19] or [20] thanks to 
the integration of SUMO, and by providing accurate and lightweight energy con-
sumption models thanks to the integration of LEAF’s energy model. Consequently, 
MintEDGE is the first simulator that includes, simultaneously, infrastructure’s 
energy, performance, and resource utilization metrics for edge computing architec-
tures where edge servers are hosted in the RAN such as [9], empowering researchers 
to design and assess new placement and energy-saving strategies.

3  MintEDGE: multi‑tier simulator for energy‑aware strategies in edge 
computing

MintEDGE has been designed to cover a wide variety of practical use cases. In gen-
eral, any use case, regardless of its size, where there is an edge computing infra-
structure whose energy consumption can be optimized using different strategies. 
This usually happens when the workload changes during the day, with the infra-
structure being escalated to cope with the peak hours. MintEDGE allows testing 
the effects of dynamic resource allocation strategies, especially those designed to 
reduce the infrastructure’s energy consumption. Furthermore, MintEDGE facilitates 
the assessment of how these strategies impact the Quality of Service (QoS) of vari-
ous configurable services. Examples of this include smart cities offering vehicular 
safety services where MNOs want to save energy during off-peak hours when fewer 
resources are needed to attend to all the demand and private networks in large facto-
ries with multiple BSs or Access Points (APs) that offer critical safety services. Our 
design choices are detailed in the following subsection.

3.1  Design choices

MintEDGE is designed to be inherently modular and versatile, empowering 
researchers to customize it to test different placement strategies and workload 

Table 1  Summary of simulators’ characteristics

Simulator Energy modeling Scalability Customizable mobility

EdgeCloudSim [5] No Bad No
iFogSim2 [6] End devices only Bad Yes
pFogSim [15] No Fair No
YAFS [16] No Fair No
PureEdgeSim [17] End devices only Good No
LEAF [7] Yes Good No
MintEDGE Yes Good Yes. Realistic traces. 

SUMO integration
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prediction experiments. Furthermore, to support large-scale realistic scenarios, 
MintEDGE is characterized by a light computational footprint, achieved through 
high levels of abstraction. MintEDGE is programmed in Python using SimPy and 
SUMO libraries as its core. While Python can be less memory efficient than other 
languages, such as C++, it can still be very optimized using slots and the correct 
external libraries. MintEDGE uses Python due to its ease of use and maintenance, 
especially due to its large ecosystem of libraries, especially when it comes to AI 
and ML, which can be a fundamental part of the strategies researchers can evaluate 
using MintEDGE. Moreover, Python facilitates working with big amounts of gener-
ated KPIs using data frames. In essence, MintEDGE has been designed with the fol-
lowing specific set of characteristics in mind:

• Modularity in the Orchestrator’s main tasks The orchestrator layer plays a piv-
otal role in providing a global network perspective, as it manages tasks such as 
service placement and request routing, resource allocation, telemetry data acqui-
sition, and workload forecasting (if needed). Its design focuses on making these 
modules interchangeable (as depicted in Fig. 1), with particular attention given 
to placement strategies and the workload prediction modules. This emphasis 
aligns with the objectives of MintEDGE, which are tailored to streamline the 
development of energy-efficient placement algorithms, typically involving proac-
tive strategies that incorporate workload predictors.

• Accountability for energy consumption Many of the state-of-the-art simula-
tors discussed in Sect. 2 primarily concentrate on IoT devices, which are often 
powered by batteries, and their energy consumption. In contrast, MintEDGE 
shifts its focus to the energy consumption associated with placement strate-

Fig. 1  MintEDGE’s architecture
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gies. As a result, it accounts for the energy consumed by both colocated com-
puting resources within the network (represented by the edge servers) and the 
transport network, responsible for transmitting requests from wireless access 
points to the serving edge server. To model these aspects, MintEDGE builds 
upon the linear power model initially introduced in LEAF [7] and extends it 
to account for the booting energy of the edge servers. Further details of the 
energy model are provided below.

• RAN agnosticism By default, MintEDGE simulates a 5G infrastructure with a 
colocated edge computing deployment in which 5G Base Stations (BSs) also 
serve as hosts for the edge servers. Nonetheless, MintEDGE is designed to 
be RAN-agnostic. In practical terms, this means that alternative RAN tech-
nologies, such as Wi-Fi or different architectural frameworks, such as MEC, 
can be seamlessly incorporated into MintEDGE. While in a real implementa-
tion, moving from 5G to Wi-Fi would require big infrastructure changes, the 
complete abstraction of the RAN of MintEDGE makes it possible to do this 
with a few changes to the orchestrator. In its current version, the orchestrator 
also handles the government of the RAN. In Wi-Fi, it would act both as an 
orchestrator and SDN controller. This entity would be in charge of allocating 
resources on the edge infrastructure, the government of the transport network, 
and the Wi-Fi RAN. This versatile design not only enhances MintEDGE’s 
adaptability but also contributes to its efficiency by abstracting the complexi-
ties of RAN operations, allowing MintEDGE to accommodate larger-scale 
scenarios.

• Configuration flexibility MintEDGE offers complete configurability, enabling 
users to adjust various hardware parameters, including backhaul link capacity, 
edge server capacity, and service prerequisites such as delay budget or minimum 
capacity. This flexibility ensures that MintEDGE can be finely tuned to accom-
modate various hardware configurations and network scenarios. Moreover, 
MintEDGE allows fully configurable workloads, enabling the definition of user 
counts, their distribution over time or the request arrival rate for each service.

• Simulation of large-scale realistic scenarios MNOs frequently provide their ser-
vices over vast geographical areas, covering entire countries with millions of 
users. To ensure the scalability of their networks and mitigate the risk of sin-
gle points of failure, MNOs often deploy separate orchestrators (typically hosted 
at the Service Management and Orchestration (SMO) layer) to oversee different 
regions. Even within this framework, each Orchestrator can manage areas with 
tens of thousands of users. Consequently, MintEDGE is designed with a focus 
on efficiency, minimizing real-time computational demands without sacrificing 
memory usage.

• Realistic mobility modeling Network users typically exhibit non-random behav-
iors, often following discernible patterns, such as commuting between home and 
university, adhering to daily routines, and periods of rest. Therefore, the mobility 
model must be customizable to represent these patterns accurately. MintEDGE 
allows researchers and practitioners to use real mobility traces, which can be 
sourced from real-world data collection efforts or generated using various meth-
odologies such as those described in  [19]  and  [20]. Furthermore, MintEDGE 
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integrates with SUMO [10], enhancing the realism of users’ mobility even when 
using random routes, as SUMO incorporates its own micromobility models.2

3.2  MintEDGE’s architecture

MintEDGE is designed to simulate a 5G RAN and edge computing, but its adaptable 
architecture makes it easily configurable for various RANs and architectures. In this 
section, we look at the specific components that make up the foundation of Mint-
EDGE. In essence, MintEDGE’s architectural framework, as shown in Fig. 1, com-
prises four fundamental blocks: Orchestrator, Infrastructure, Users, and Mobility.

3.2.1  Orchestrator

The orchestrator layer plays a central role in MintEDGE, providing a global view of 
the simulated system. Users leverage this view to develop innovative service place-
ment and resource allocation strategies hosted and executed by the orchestrator. 
The orchestrator also handles, if required by the user, the control and execution of 
machine learning models for workload prediction, which is essential for evaluating 
proactive energy-saving approaches. The orchestrator can configure the infrastruc-
ture on the basis of these strategies’ output, aggregate telemetry data from the under-
lying infrastructure layers, and offer the option of storing this data for performance 
evaluation or feeding it to other components, including placement strategies and 
workload predictors. Additionally, the orchestrator includes the energy meter block, 
which is responsible for collecting data from the infrastructure’s energy models.

Note that the orchestrator hosts a Load Prediction module. By default, Mint-
EDGE provides an ideal predictor. Thanks to its flexible implementation in Python, 
researchers can inherit from this class to introduce their own predictors using any 
library or framework from the rich ecosystem available in Python, such as Scikit-
learn, TensorFlow, and Keras. This module can be disabled for those strategies that 
do not require the use of prediction.

3.2.2  Infrastructure

The infrastructure layer is responsible for modelling the behavior of the infrastruc-
ture, encompassing both computing resources and network components. This effec-
tively manages requests originating from the users layer, simulating network and 
computing delays, managing user connections and request rejection according to 
hardware capacity and resource allocation, as well as the selected policy (FIFO by 
default). MintEDGE operates on the assumption that edge servers are colocated with 
the BSs. This design choice facilitates the exploration of diverse server-BS deploy-
ments and server placement algorithms. Furthermore, this concept can be extended 
to encompass other radio access points as needed. The modular architecture of 

2 Micromobility refers to each user and their dynamics individually. This includes the interaction of the 
user with the environment, e.g., cars stuck in traffic or waiting at traffic lights.
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MintEDGE allows the seamless integration of energy models into any component 
of the infrastructure. By default, edge servers and backhaul links come with their 
energy models, but incorporating BSs or orchestrator models would be seamless if 
required by the user. Researchers can easily import real infrastructure data with BS 
location and their backhaul connections or generate random ones. The infrastruc-
ture hosts user-defined services. MintEDGE users need to define the arrival rate, 
the workload of a request, the input and output data volumes, and the maximum 
admissible delay for each defined service. The orchestrator defines the amount of 
resources that the infrastructure allocates to each one of these services according to 
the allocation strategy being evaluated.

By default, the infrastructure provides the orchestrator with telemetry information 
related to the energy consumption (idle, workload-caused and backhaul), server uti-
lization, average delay per service, maximum delay per service, number of requests 
over the maximum service delay, workload in requests per second (total and for each 
BS) and rejected requests per service and BS. These KPIs can be stored for evalu-
ation or used by the orchestrator to optimize resource allocation either for perfor-
mance or energy efficiency.

3.2.3  Users

Within the users layer, individual users initiate requests for one or more services and 
send them to the connected BS. The request arrival rate depends on the requested 
service and follows an easily configurable distribution, with the default setting being 
Poisson. MintEDGE’s users can also configure the request arrival rate for each sim-
ulated service providing them with the ability to represent a big diversity of work-
loads and applications. Within this layer, various user types governed by distinct 
mobility models are available: vehicles (cars), pedestrians, and stationary users. 
These mobility models, detailed in the mobility layer description below, regulate 
how users navigate and interact with the simulated environment, granting each user 
type access to different applications or services.

3.2.4  Mobility

When evaluating strategies or approaches reliant on workload prediction, the inclu-
sion of realistic mobility models is of paramount importance. In this regard, Mint-
EDGE seamlessly integrates with SUMO  [10], an open-source traffic simulator 
designed to create and simulate detailed and realistic traffic scenarios. SUMO mod-
els the movement of vehicles, pedestrians, and other forms of transportation within a 
specified road network. The integration of SUMO within the MintEDGE framework 
ensures user-friendliness, eliminating the need for users to understand the inner 
workings of SUMO. Through this integration, MintEDGE gains the ability to model 
the dynamics of each individual user comprehensively. This includes the interaction 
of the user with the environment, e.g., cars stuck in traffic or waiting for pedestrians 
to cross the road. To model the mobility of the simulation scenario, MintEDGE’s 
users need to create a road network. MintEDGE provides two ways of doing so: 
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 (i) Real-world geographical coordinates: Researchers can specify the geographi-
cal coordinates by defining the real-world area to be evaluated. MintEDGE 
builds the SUMO road network automatically by using the OpenStreet-
Map API [21].

 (ii) SUMO network file: Alternatively, MintEDGE users can provide a pre-existing 
SUMO network file, thus allowing more flexibility in the evaluation, whether 
representing a real-world scenario or a synthetic one.

We need to differentiate two types of mobility: macromobility and micromobility. 
Macromobility refers to the dynamics of traffic flows, i.e., how many users are there 
and where they are at each time of the day. The user of MintEDGE must provide this 
information as a crucial part of their evaluation scenario. MintEDGE’s users can 
provide macromobility information in two ways: 

 (i) SUMO trace file: MintEDGE provides full control over both user count and 
user mobility. The framework accommodates the utilization of SUMO trace 
files, which record the routes followed by each user. There are two ways 
to obtain these traces: (1) Generate them synthetically from traffic count-
ing data from different points of the road network such as [22]. Different 
works have developed methods to transform this data into SUMO traces such 
as [19] and [20]. (2) Using real GPS data from mobile devices. SUMO pro-
vides tools to transform this data into a trace file. However, this last method 
tends to be more expensive, and the data are often not publicly available due 
to privacy concerns.

 (ii) User traffic distribution: For those use cases where the accuracy of mobility 
is less critical or where a trace file is not available, MintEDGE presents an 
alternative option, enabling the utilization of random routes. In this mode, 
researchers only need to specify a constant user count or a user count distribu-
tion expressing the user count for each hour of the day. This feature streamlines 
the configuration for evaluations in which meticulous mobility modeling is 
not a primary concern.

Once macromobility dynamics have been provided by the user, MintEDGE uses 
SUMO to control micromobility, which refers to the movement of every single user 
in the scenario, assuming that their behavior depends on the users surrounding them, 
e.g., in a single-lane street, a car cannot go faster than the car immediately in front of 
it. SUMO’s micromobility model is detailed in [23].

3.3  Network model

By default, MintEDGE considers a 5G RAN with a finite set of BSs, 
B = {BS1,… ,BSN} . The BSs are interconnected with each other and with the core 
network through a given set of links L . Each link � is identified by its source and des-
tination BSs and associated link capacity denoted by �i,j , which is configurable by the 
user. The orchestrator has access to the connectivity graph and the routing matrix Γ 
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that determines the routing between two BSs. MintEDGE assumes that the link capac-
ity from BSi to BSj is equal to the capacity in the reverse direction. Hence, each link is 
represented as a three tuple: �i,j = ⟨BSi,BSj, �i,j⟩ . An example of a small network fol-
lowing this model is shown in Fig. 2. This cellular network has a colocated set of edge 
servers denoted by H . MintEDGE’s network model assumes that each edge server 
is associated with a BS, and MintEDGE’s users can decide what BSs have an edge 
server. The presence of an edge server at BSi is indicated by a binary variable ei . The 
maximum capacity in operations per second of an edge server hm ∈ H is denoted by 
Cmax
m

 , which is also configurable. Each edge server can accommodate a finite set A of 
computation services, e.g., vehicular safety or medical robotics. The orchestrator is in 
charge of allocating a specific capacity of each server to each service. Any user ui ∈ U 
can access the services deployed on any edge server through their serving BS and fol-
lowing the backhaul routes from this BS to the BS that hosts the target edge server. 
Each computing request ak ∈ A is characterized by a four tuple: ⟨ok,V in

k
,Vout

k
, Tmax

k
⟩ , 

where ok is the workload generated by the request, V in
k

 is the size of the input data, Vout

k
 

is the size of the outcome of the computation, and Tmax

k
 is the delay budget for the task. 

The four components of the tuple are configurable by the user. Requests to BSi for a 
particular service ak arrive at a service request rate �i,k , which is also configured by 
MintEDGE’s users. The resulting workload due to ak per unit time is given by ok�i,k.

The edge computing infrastructure is managed by the orchestrator layer, which 
also handles the government of the RAN and the transport network. At any given 
time, the orchestrator needs to assign computing requests to edge servers and assign 
network and computing resources to each service on the servers and the backhaul 
network, according to the placement and routing strategy introduced by MintEDGE’s 
users, which are the object of the evaluation. This can be done by configuring two 
matrices:

Fig. 2  Computing requests received by each BS are forwarded to the edge servers that will execute the 
computing task as determined by the orchestrator. In the above example, incoming requests received at 
BSi are forwarded to either BS

2
 or to BSj ’s edge servers
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• Placement matrix: Each element �i,k,j ∈ [0, 1] represents the fraction of requests 
for service ak received by BSi to be computed by an edge server hosted at BSj . 
When no requests are being sent to BSj , then �i,k,j = 0.

• Allocation matrix: Each element �k,j ∈ [0, 1] represents the fraction of computing 
capacity allocated for a service ak on edge server hj.

A greedy strategy that places each request on the closest server with free capacity 
is implemented by default. Moreover, we allow for the possibility of shutting down 
edge servers, so MintEDGE user-defined strategies can also configure an on/off sta-
tus variable, denoted by �j ∈ {0, 1} , where �i = 0 means that hj is off.

Another important part of the network model, especially in an edge computing 
environment, is the delay experienced, which consists of: (i) the time to upload a 
request and the input data to the serving BS ( Tu ); (ii) the time to route the request 
toward the serving edge server  (Tr ); (iii) the time to compute the response  (Tc ); 
(iv) the time to route the output back from the serving edge server to the serving 
BS (To ); and (v) the time to download the output from the serving BS (Td).

By default, MintEDGE provides a model that assumes that capacity constraints 
of servers and links are respected, and therefore it does not consider queuing delays. 
However, the design of MintEDGE makes it possible to seamlessly replace this 
model with more intricate ones. When the serving BS also hosts the serving edge 
server, Tr is 0, i.e., the request is not routed through the backhaul links. Let us now 
focus on how MintEDGE models each one of the components:

• Tu : With the data rate of the radio link at BSi , denoted by Ri , which can be 
obtained with Shannon–Hartley’s theorem, Tu

i,k
 is given by: 

• Tr : The backhaul routing time depends on the link capacity �o,p and the size of 
the request’s input V in

k
 . The backhaul latency can be calculated as the sum of the 

delays of all the links along the path3: 

 where po,p
i,j

 indicates whether �o,p is on the shortest path from BSi to BSj.
• Tc : The computing time of a request depends on the fraction �k,j of computing 

resources allocated to service ak on edge server hj and the total capacity 
Cmax

j
 of hj : 

(1)Tu
i,k

=
V in
k

Ri

[seconds].

(2)Tr
i,k,j

=
∑

�i,j∈L

V in
k
p
o,p

i,j

�o,p
,

3 Requests can experience queuing delays if the capacity limits of the links or the edge servers are 
exceeded. We assume node processing and propagation delays to be negligible.
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The calculation of Td and To is performed in the same manner as that of Tu and Tr , 
respectively, but using the output data volume Vout instead of V in.

3.4  Energy model

MintEDGE uses LEAF’s linear energy model and extends it to include booting 
energy consumption for a more realistic evaluation of strategies involving edge 
server shutdown and startup. According to this energy model and the network model 
explained above, the energy consumption can be divided into: (i) energy used by 
the edge servers to execute the computing requests; (ii) energy used by the links to 
route requests from the serving BS to the corresponding edge server; and (iii) energy 
consumed in the boot process when an edge server is shut down and then turned on.

3.4.1  Edge servers’ energy

As mentioned above, an edge server hm ∈ H can perform Cmax
m

 operations per sec-
ond. When not performing user operations, it has a specific baseline energy con-
sumption, denoted by Eidle

m
 . Each operation executed on hm adds a certain energy, 

denoted by Em , that needs to be added on top of Eidle
m

 . By taking the request arrival 
rate �i,k at each BSi , the workload of a request ok and the fraction of assigned requests 
�i,k,m for service ak , the number of operations per second executed on an edge server 
hm due to ak is given by:

If we consider all the services, the total number of operations on hj can be calculated 
as:

With this, the power consumed by the set of edge servers that are active, i.e., �m = 1 , 
is given by:

This energy model strikes a good trade-off between simplicity and accuracy. As 
illustrated by real-world benchmarks such as [24], a linear increase of energy con-
sumption according to CPU occupation is a robust approximation to the actual con-
sumption, as shown in Fig. 3. While it is true that a better approximation could be 
obtained by adjusting the energy-per-operation values depending on different load 

(3)Tc
i,k

=
ok

𝛽k,jC
max

j

where 𝛾i,k,j > 0.

(4)Ok,j =
∑

BSi∈B

�i,k,jok�i,k ∀ak ∈ A.

(5)Oj =
∑

ak∈A

Ok,j.

(6)
∑

hm∈H

�m
(
Eidle

m
+ OmEm

)
.
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levels, the linear model strikes a good balance in terms of simplicity and accuracy, 
as shown in [7]. The linear model’s complexity is O(n) , where n is the number of 
servers in H . Each server calculates its energy consumption at every time slot and 
sends the value to the orchestrator, enabling the latter to compute the total consump-
tion of the servers by adding all the received values.

3.4.2  Routing of the computing requests

Depending on the defined placement strategy, computing requests may not be 
attended to on the server hosted at the serving BS, e.g., the serving BS does not have 
an edge server, or the edge server’s capacity is full. Such situations result in addi-
tional energy consumption, as indicated in [7]. The energy consumption can be cal-
culated using a hardware-specific parameter �o,p that denotes the energy consump-
tion incurred when transmitting one bit through a particular link �o,p ∈ L (typically 
in J/bit). This parameter can be easily configured in MintEDGE. By considering 
both the computing input data volume ( V in

k
 ) and the corresponding output data vol-

ume ( Vout

k
 ), as well as the number of requests traversing each link, we can calculate 

the volume of the total data traversing a link as follows:

where po,p
i,j

 indicates whether �o,p is on the shortest path from BSi to BSj . Assuming 
that requests are always routed along the shortest path, this indicates whether the 
requests originating at BSi and routed to BSj (indicated by �i,k�i,k,j ) have to traverse 
�o,p . Consequently, with the data volume traversing a link �o,p in bits and its �o,p , the 
total energy consumed by the set of links L is given by:

Thanks to its modular design, other energy models, such as nonlinear dependency 
between data volume and transmission energy, can seamlessly be incorporated into 

(7)Vo,p =
∑

ak∈A

∑

BSi∈B

∑

BSj∈B

(
V in

k
+Vout

k

)
�i,k�i,k,jp

o,p

i,j
∀�o,p ∈ L,

(8)
∑

�o,p∈L

�o,pVo,p.

Fig. 3  Measured energy con-
sumption of an EPYC 8534P 
CPU [24] and its consumption 
according to the linear model
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MintEDGE. At each time slot, each link calculates its energy consumption and 
sends the value to the orchestrator. The orchestrator can then calculate the total 
energy consumption of the backhaul by adding the consumption of each link. Thus, 
the complexity of the backhaul energy model is O(m) where m is the number of 
links in L.

3.4.3  Boot process

Turning on edge servers also consumes energy, even if no user operation can be per-
formed during the boot process. Thus, MintEDGE accounts for this energy to facili-
tate the evaluation of strategies that involve turning off edge servers. An inactive 
edge server hm ∈ H takes a configurable setup time Ts

m
 before it is fully operational 

and ready to serve requests. During this setup time, the power consumption remains 
constant and is represented as Ps

m
 [25]. Therefore, the total power consumed during 

the edge server boot process is given by Eboot
m

= Ts
m
Ps
m
 . The boot energy is calculated 

by each server on the corresponding time slot and sent to the orchestrator along with 
the computing energy. Therefore, it does not add further complexity to the model.

4  Evaluation

In this section, we evaluate the performance of MintEDGE using three distinct 
scenarios, which will vary in terms of geographical area and the number of users 
involved. By doing so, we can provide a comprehensive view of MintEDGE’s perfor-
mance and scalability and its ability to simulate various numbers of users and BSs.

4.1  Scenarios and parameters

To show how MintEDGE scales, we chose three different scenarios based on the 
real data [26] for the infrastructure of a single MNO in 3 Dutch cities with different 
population sizes, namely Elburg, Maastricht and Utrecht. The number of BSs and 
users in each scenario is shown in Table 2. The number of users is calculated by 

Table 2  Simulation parameters Elburg Maastricht Utrecht

Number of BSs 27 41 76
Number of cars 375 2500 5700
Number of pedestrians 100 500 1400
Number of stationary users 20 100 280
Max. capacity ( Cmax , ops/s) 11260532
Idle consumption ( Eidle) 222 W
Max. consumption ( Emax) 696 W
Link capacity ( �) 10 Gbps
Link energy consumption ( �) 5.9 nJ/bit
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taking into account a 1% market penetration share for the augmented reality service 
and a 10% market penetration share for the vehicular safety service. In the case of 
the video analytics service, we consider 15 users (CCTV cameras) per km2 in Maas-
tricht and proportionally scale the number of users to match the population of the 
other two scenarios. Figure 4 displays the three scenarios, in which half of the BSs 

Table 3  Requirements of the services evaluated

Service type Max. delay 
(ms)

Arrival rate Input data Output data ops/s

Video analytics 30 6 1500 kB 20 B 30000
Augmented reality 15 0.5 1500 kB 25 kB 50000
Vehicular safety 5 10 1600 B 100 B 7000

Fig. 4  Map of the three selected scenarios with the position of the BSs. In green are the BSs that host an 
edge server, and in red are those that do not
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are shown with green icons to indicate the presence of edge servers. All the edge 
servers have identical hardware, having a capacity of 11,260,532 operations per 
second, a baseline energy consumption of 222 W, and a maximum power limit of 
696 W [24]. From the maximum and idle energy consumption, the energy required 
per operation is given by Em = (Emax

m
− Eidle

m
)∕Cmax

m
 . Therefore, each operation 

requires 42.1�J . We assume that the BSs are connected through the X2 interface 
using 10 Gbps fiber optics links, whose layout is partially obtained from [26]. How-
ever, as this information is insufficient to connect all the BSs, some links have been 
added. We simulate three different latency-constrained computing services, each 
defined by its unique characteristics listed, as in Table 3. Throughout this evalua-
tion, we use MintEDGE’s random route functionality, adapting the number of users 
according to the scenarios outlined in Table 2. There are three kinds of users: cars, 
pedestrians, and stationary users. The first two follow a user count distribution as 
described in [27], with user activity ranging from 2% of active users at 06:00 to 16% 
at 21:00. The count of stationary users remains constant throughout the simulation. 
For each scenario, we conduct two sets of simulations, the first one generating func-
tional results and execution time data, while the second set involves a memory pro-
filer to measure the memory usage. We separate the two sets because the memory 
profiler introduces significant overhead that can affect the execution time. All the 
simulations were carried out on a 9-year-old PC equipped with an i5-4590T CPU 
running at 2 GHz and 16 GB of DDR3 RAM.

4.2  Results discussion

MintEDGE provides detailed insights into the components contributing to total 
energy consumption, namely idle energy consumption (baseline energy consump-
tion of the servers), energy consumption during server workload, and backhaul 
energy consumption. We simulate a 24-hour period for each of the three cities. 
Figure  5 depicts the three energy consumption components and the total con-
sumption resulting from adding them together. In particular, Fig.  5a shows the 
energy consumption for Elburg, in which 83.6% corresponds to the idle energy 

Fig. 5  Energy consumption for each component in the three evaluated scenarios
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consumption, 5.8% to the backhaul consumption, and the remaining 10.6% cor-
responds to the workload energy. The idle energy consumption is the most sig-
nificant contributor to the total consumption due to the low number of users in 
this scenario. As the number of users increases, we observe a corresponding 
growth in workload energy consumption. This can be seen in Fig. 5b, where the 
workload energy consumption constitutes 25.9% of the total, with the idle and 
backhaul consumptions accounting for 60.8% and 13.3%, respectively. In the larg-
est scenario, as depicted in Fig.  5c, this effect is more pronounced, with work-
load energy comprising 32.4% of the total consumption, while idle and backhaul 
consumptions are 55% and 12.6%, respectively. As the scenario size increases, 
encompassing more users and base stations, energy consumption grows accord-
ingly, doubling from Fig. 5a to Fig. 5b and once again from Fig. 5b to c. In all 
three scenarios, idle energy consumption constitutes the most significant portion 
of the infrastructure’s total energy footprint, highlighting substantial optimization 
potential.

The average delay for each one of the services evaluated is shown in Fig. 6. In all 
three scenarios, an increase in the average delay is experienced during peak hours 
(around 21:00) for vehicular safety and augmented reality services due to higher net-
work load. On the contrary, the video analytics service has a constant delay as the 

Fig. 6  Delay experienced for each service type in the three evaluated scenarios

Fig. 7  MintEDGE performance in terms of memory usage and execution time
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number of stationary users (the ones using this service) remains stable. The infra-
structure in Elburg could handle a higher load, as demonstrated by the low delay 
shown in Fig. 6a and the low portion of workload energy consumption (Fig. 5a).

The average execution time for the three evaluated scenarios is shown in Fig. 7a. 
The 24-hour simulation for Elburg took 35  min, for Maastricht, it took 2  h and 
53 min, and for Utrecht 13 h and 44 min. MintEDGE shows good scalability, with 
an acceleration against the real clock of 40 times in the smallest scenario (Elburg) 
and 1.7 times in the largest scenario (Utrecht). These promising results are achieved 
on a regular PC with an old CPU, showing the good performance and scalability 
of MintEDGE. Considering the three evaluated scenarios, the average acceleration 
against the real clock is 17 times. Another important factor with regards to scalabil-
ity is the use of RAM. The PC we used has 16GB of RAM, but none of the scenar-
ios comes close to using the whole capacity, with Elburg taking up 1.8 GB of RAM, 
Maastricht taking up 2.7 GB, and Utrecht taking up 5 GB, as shown in Fig. 7b.

5  Conclusion

In this work, we have presented MintEDGE, a network simulator dedicated to study-
ing the energy consumption dynamics of edge computing. MintEDGE empowers 
researchers and practitioners to explore innovative strategies, such as task place-
ment algorithms, with the aim of reducing the energy footprint of the Edge infra-
structure. MintEDGE’s abstraction level allows it to simulate large-scale scenarios, 
and its design will enable researchers to fully customize mobility and test proactive 
approaches with workload predictors. The evaluation we performed demonstrates that 
MintEDGE can achieve a significant speed-up against the real clock, even when run-
ning on older user-oriented PCs. In the future, we plan to extend MintEDGE by intro-
ducing a higher level of parallelism in user processes to further boost its performance. 
We also plan to introduce easier configuration to architectural aspects of the network, 
such as supporting more than one server per BS, having servers not colocated at BSs, 
and different service arrival rate distributions. In addition, we plan to expand its capa-
bilities to generate synthetic mobility traces using only traffic counting data, and we 
aim to incorporate delay models to broaden MintEDGE’s applicability and utility.

Funding Open Access funding provided thanks to the CRUE-CSIC agreement with Springer Nature. 
This work is part of the R&D project PID2021-123627OB-C52 funded by the Spanish Ministry of Sci-
ence and Innovation, Agencia Estatal de Investigación/10.13039/501100011033 and the European 
Regional Development Fund: “a way of making Europe.” This work is also part of the R&D project 
PID2022-142332OA-I00 funded by the Spanish Ministry of Science and Innovation, Agencia Estatal 
de Investigación/10.13039/501100011033 and the European Regional Development Fund: “a way of 
making Europe.” This work is also funded by the European Social Fund and Universidad de Castilla-
La Mancha under grant 2019-PREDUCLM-10921, the Government of Castilla-La Mancha under project 
SBPLY/21/180501/000195 and Universidad de Castilla-La Mancha under project 2023-GRIN-34056. 
This work is also supported by the European Union “NextGenerationEU/PRTR,” the Spanish Ministry 
of Science and Innovation, and Agencia Estatal de Investigación/10.13039/501100011033 under project 
IJC2020-043058-I.



12583

1 3

Energy‑focused simulation of edge computing architectures…

Data Availability The code used in this work is available at https:// github. com/ blasf1/ MintE DGE. All 
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