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Abstract
Multimedia content represents a significant portion of the traffic in computer networks, and COVID-19 has only made this
portion bigger, as it now represents an even more significant part of the traffic. This overhead can, however, be reduced when
many users access the same content. In this context, Wi-Fi, which is the most popular Radio Access Technology, introduced
the Group Addressed Transmission Service (GATS) with the amendment IEEE 802.11aa. GATS defines a set of policies
aiming to make multicast traffic more robust and efficient. However, Wi-Fi is constantly evolving, and as it improves and
greater bandwidths and data rates become available, it is necessary to reevaluate the behavior of mechanisms introduced
in past amendments. This is also the case with GATS, whose policies have different behaviors and adapt better to different
channel conditions. These policies have been evaluated in the past on High Throughput networks. Still, none of the evaluations
provided insights into the behavior of GATS policies in Very-High Throughput (VHT) physical layers in a realistic manner.
This is extremely relevant as a greater available bandwidth can impact the decisions of the GATS policy configuration. Thus,
in this work, we present an evaluation of the IEEE 802.11aa amendment with a VHT physical layer in a realistic scenario that
uses Minstrel as a rate adaptation algorithm simulated in NS-3.

Keywords Wi-Fi · Multicast · IEEE802.11 · VHT · GATS

1 Introduction

The surge in real-time multimedia traffic, such as VoIP and
IPTV, has been aggravated by the COVID-19 pandemic and
the increase in telecommuting and online and hybrid teach-
ing. As a result, this surge has severely affected the wireless
infrastructure of businesses, schools, and universities. Many
students and employees use the same stream to connect to
lectures, meetings, or seminars. In both of these scenarios,
the most popular Radio Access Technology (RAT) is Wi-
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Fi. Multicast transmissions have become essential to prevent
the same content from being sent in multiple unicast streams
and saturating the Wi-Fi channel’s capacity. However, the
contention-based medium access of this RAT brings chal-
lenging conditions for themulticast transmissions, especially
for those applications with strict performance requirements
such as real-time video or audio.

The intricacy added by the multicast transmissions ham-
pers the use of the rate adaptation algorithms typically
used in unicast transmissions, such as Minstrel [1]. These
algorithms use the feedback provided by the Acknowledg-
ments (ACKs) in the unicast transmissions to decide the
Modulation and Coding Scheme (MCS) that provides the
best trade-off between the robustness of the signal and the
data rate to minimize the loss of frames and achieves the
highest possible throughput. This feedback provided by the
ACKs is suppressed in multicast transmissions to avoid the
feedback implosion effect. This makes the retransmission of
lost frames impossible, as there is no way to know if a frame
has been received.Moreover, adapting the data rate according
to the channel quality is also not possible as the channel con-
ditions are unknown. To maximize the number of multicast
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stations receiving the transmissions correctly, the standard
employs the most robust MCS available to ensure reliable
frame delivery regardless of each station’s perceived chan-
nel quality or the distance to the Access Point (AP). This
comes at the cost of the need for more airtime to transmit
multicast frames and, therefore, a higher channel occupancy.

In this regard, the IEEE 802.11aa amendment [2] was
presented to overcome these problems by introducing the
GroupAddressed Transmission Service (GATS)whosemain
objective is to enhancemulticast communications’ reliability
in Wireless Local Area Networks (WLANs) while ensuring
compatibility with existing commercial devices. To achieve
this, the amendment introduces a series of multicast trans-
mission policies that aim to improve the overall reliability
of multicast services. These policies are designed to adapt to
various network conditions, ensuring optimal performance
and correct operation of the multicast services.

The rest of the paper is organized as follows. Section2
provides an overview of the related work. Section3 gives
the background on the IEEE 802.11aa amendment and VHT
networks. Section4 describes the evaluation of the GATS
policies introduced in the amendment, and Sect. 5 presents
the conclusions.

2 RelatedWork

Different evaluations of this amendment have been carried
out [3–8]. However, most of them assess the amendment in
settings which are now outdated. For instance, the authors
of [3] present an analytical model that evaluates the perfor-
mance of GATS, and their assessment is carried out using the
OMNeT++ network simulator with the IEEE 802.11n stan-
dard. They conclude that the performance greatly depends
on the status of the network. However, they do not include
Enhanced Distributed Channel Access (EDCA) or dynamic
MCS selection. In [4], they also present another evaluation
that includes EDCA using IEEE 802.11n. However, it still
does not use any rate selection algorithm,which greatly influ-
ences the performance of some of the GATS transmission
policies. In the same work, they provide a set of guidelines
for the use of GATS. The authors of [5] also evaluate this
amendment using simulations in OPNET to assess GATS’s
scalability, delay, efficiency, and reliability. In [6], the authors
experimentally evaluate GATS and provide its implementa-
tion for real hardware. Their evaluation is carried out using
a real testbed with the IEEE 802.11g physical layer and both
synthetic traffic and real video. Their results confirm that
each GATS offers a specific trade-off that adapts best to dif-
ferent situations. This study also emphasizes the complexity
of Block Acknowledgement (BACK). In [7], the authors also
present an experimental evaluation on an IEEE 802.11g net-

work of the Quality of Experience (QoE) of multicast video
transmissions using GATS.

However, since the release of the IEEE 802.11aa amend-
ment and the publication of the above evaluations, Wi-Fi
has evolved enormously, especially with the advent of IEEE
802.11ac and the Very High Throughput (VHT) physical
layer. Thanks to this progress, Wi-Fi networks can achieve
much higher throughputs. A direct consequence of this is that
the crossover points (i.e., when switching from one GATS
policy to another is optimal) have changed as well, but this
remains to be studied, as the only previous work [8] that eval-
uates the IEEE 802.11aa amendment on VHT networks does
not use rate adaptation algorithms, which is one of the main
characteristics of a realistic scenario and has a big influence
on the decision of the GATS policies to be used.

Considering this, this paper’s contribution is threefold:

(i) We review the main operational functionality of the
GATS defined by the IEEE 802.11aa amendment on
VHT Wi-Fi networks;

(ii) we implementGATSpolicies on theNS-3 network sim-
ulator, and our version ofNS-3with the implementation
of the GATS is made publicly available; and

(iii) we conduct a realistic performance evaluation of the
GATS policies with the IEEE 802.11aa amendment on
aVHTnetwork usingMinstrel as a rate adaptation algo-
rithm.

To the best of our knowledge, this is the first work that eval-
uates the performance of the IEEE 802.11aa amendment on
VHTWi-Fi networks with dynamic rate selection and offers
usage recommendations for this kind of network.

3 Background

3.1 The IEEE 802.11aa Amendment

The limitations of multimedia streaming services are the
focus of the IEEE 802.11aa amendment. It increases the effi-
ciency and reliability of multicast traffic while maintaining
the performance of the rest of the traffic. To achieve this,
the amendment presents GATS, a novel method to overcome
the low reliability of multicast services and increase trans-
mission efficiency. GATS consists of two policies, namely
Directed Multicast Service (DMS) and Group Cast with
Retries (GCR), the latter being a set of three policies aimed at
improving the reliability of multicast traffic and composed
of: no retry/no ACK (NR/NACK), which is the traditional
transmission policy that, in this work, we will refer to as
Legacy, Unsolicited Retries (UR), and Block ACK (BACK).
All the policies are described in detail below.
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Fig. 1 Exchange of a set ofnmulticast frames usingLegacy. The frames
are addressed to the multicast group’s address and can be received by
all the stations that subscribed to the group

Fig. 2 Exchange of 2 multicast frames using GCR-UR policy. Each
frame is retransmitted twice. All frames are addressed to the multicast
group’s address and can be received by all the stations that subscribed
to the group

3.1.1 Legacy

The first one, which we will refer to as Legacy, is the
traditional multicast mechanism introduced in the original
IEEE 802.11 standard. When using this policy, frames are
neither acknowledged nor retransmitted. In other words, the
transmitter has no feedbackonwhether frames are receivedor
not, as shown in Fig. 1. To ensure that the maximum number
of Multicast Receivers (MRs) receive the multicast frames
correctly, Legacy transmits at themost robust data rate,which
allows it to reach MRs with a lower signal quality at the
cost of a less efficient transmission. This results in Legacy
frames occupying the channel for longer. However, certain
vendors offer the flexibility to configure the transmission rate
for Legacy transmissions.

3.1.2 GCR-UR

Using the basic rate makes frames less vulnerable to inter-
ference, but there is still no guarantee that frames will be
delivered correctly to all the multicast group members. This
is why GCR incorporates the UR transmission policy. In
this case, as shown in Fig. 2, frames are always retrans-
mitted, even if they were received on the first transmission
(note that the transmitter cannot know this as frames are not
acknowledged either when using UR). This policy exhibits
lower reliability compared to DMS, but it solves the scala-
bility issue by decoupling the reliability from the number
of Multicast Receivers (MRs) in the network. However,
many retransmissions might be unnecessary, resulting in a
waste of resources.

3.1.3 GCR-BACK

This extends the BACK used for unicast frames to sup-
port multicast transmissions. In unicast, the sender and the
receiver agree on transmitting a number of frames. The

Fig. 3 Exchange of 2 multicast frames confirmed with Block-ACK.
The frames are addressed to the multicast group’s address, and then,
upon request from the AP, each member sends a BACK confirming the
reception of the frames

sender then requests the confirmation of all of them at once
with a single ACK. In the case of multicast transmissions,
all group members agree on using BACK. Then, the trans-
mitter addresses the agreed-upon number of frames to the
multicast group. After that, the transmitter sends individual
BACK requests to each group member, as shown in Fig. 3.
Doing so gives the transmitter the necessary feedback to use
rate adaptation algorithms and retransmit only the necessary
frames. However, the overhead in terms of CPU capacity
caused by BACK is significant as the number of BACKs and
their requests increase linearly with the size of the multicast
group. Thus, APs need more time to compute bitmaps and
Cyclic Redundancy Codes (CRCs), which makes it imprac-
tical. For this reason, its implementation in market devices
is very limited [9]. Thus, in this work, this policy is not con-
sidered.

3.1.4 DMS

This extends the capabilities already introduced in the
IEEE 802.11v amendment [10]. In a multicast group with
n Multicast Receivers (MRs), DMS generates n copies of
the multicast frame, assigning each copy as a unicast frame
to individual Multicast Receivers (MRs), as illustrated in
Fig. 4. Thus, multicast frames are transmitted in the same
way as unicast frames. Like unicast transmissions, the multi-
cast frames undergo retransmission until the source receives
an acknowledgment (ACK) or the retransmission counter
reaches its maximum limit. This approach provides multi-
cast streams with a similar reliability as unicast streams.
However, it consumes more airtime than Legacy. In addi-
tion, it is limited in scalability because the required resources
increase linearly with the number of MRs. Unicast transmis-
sions can use rate adaptation algorithms, sowhenmulticast is
converted into unicast, faster data rates can be used, frees up
channel air time, making DMS very efficient in small groups.

Fig. 4 Exchange of one multicast frame using DMS. The frame is
replicated and sent as a unicast frame to each member. Each copy of
the frame is addressed to each individual member
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Table 1 Performance classification of the GATS

Policy DMS Legacy GCR-UR

Scalability Low High High

Delay Variable Moderate Moderate

Efficiency Variable Low Low

Reliability High Low Moderate

In short, as shown in Table 1, DMS is most effective for
small groups. It provides high reliability, but it suffers from
poor scalability. Legacy displays low reliability but no scal-
ability problems, while GCR-UR improves the reliability of
Legacy at the cost of using more airtime, which impacts the
unicast streams.

3.2 VHTWi-Fi Networks

The IEEE 802.11ac amendment [11] has increased the maxi-
mum theoretical speeds up to 7 Gbps with the introduction of
theVHTphysical layer, increasing channel width to 80MHz.
Furthermore, IEEE802.11ac also enables the use of 160MHz
channels, which can double the theoretical data rate. These
wider channels are achieved through the combination of nar-
rower bands, i.e., an 80 MHz channel is made up of two
contiguous 40 MHz channels, which are formed by two con-
tiguous 20 MHz channels each, where one of them is the
primary, and the rest are secondary channels.

Another key feature of the new physical layer is the intro-
duction of the 256-QAM modulation. This allows a big
increase in the data rate with respect to the highest modu-
lation in IEEE 802.11n [12], which was 64-QAM, reaching
up to 867 Mbps per spatial stream when using the new 256-
QAM, the compulsorymaximum coding rate of 5/6 and short
guard interval. In addition, IEEE 802.11ac introduces the
support of up to 8 spatial streams, which results in a theoret-
ical aggregate of 3.5 Gbps when using the 80 MHz channel
width.

This dramatic increase in the data rate for multimedia
transmissions has a positive effect on the Quality of Ser-
vice (QoS) is positively affected. More in particular, this
also alters how the aforementioned GATS should be used.
While Legacy and UR keep transmitting at the basic rate,
which keeps a high channel occupancy, DMS can now use
much higher data rates as it uses rate adaptation algorithms.
This partly mitigates its scalability problems. With this, it
seems clear that the network conditions when using the dif-
ferent GATS are different in VHT networks compared with
previous versions of the standard. For this reason, the per-
formance evaluations existing in the literature have become
obsolete. Thus, this is the first work that studies the perfor-
mance of the GATS policies presented in the IEEE 802.11aa

amendment on VHT Wi-Fi networks and provides recom-
mendations for its use.

4 Evaluation of the IEEE 802.11aa
amendment in VHT networks

Gathering large amounts of data from various scenarios
becomes complicated on physical test beds, where the possi-
ble parallelization levels and the available time are limiting
factors. For this reason, the evaluation of the standard car-
ried out in this work uses the popular network simulator
NS-3 [13], version 3.35. The original simulator does not
implement the IEEE 802.11aa GATS policies, so this work
has extended it to implement DMS, Legacy, and GCR-UR.
The implementation of these policies is publicly available1.

4.1 Simulated scenarios

The scenarios consist of a multicast group with a con-
figurable number of MRs that receives a multicast stream
through the video (VI) Access Category (AC). EDCA is used
in all the simulations. A set of n unicast stations (STAs)
introduces load in the network to simulate different chan-
nel conditions, with n/2 on the VI AC and the other n/2
on the Best Effort (BE) ACs. The deadline for all frames is
2 s, after which the frames are dropped. The multicast stream
is generated by a server connected to an AP to which the
MRs and the STAs are connected. The STAs and MRs are
distributed in a random manner inside a circular area with a
30-meter radius, with the AP in the middle. In this way, the
MRs and STAs have different Received Signal Strength Indi-
cators (RSSIs). This server also receives the uplink traffic, as
shown in Fig. 5. NS3-AI [14] uses shared memory to connect

1 Available at: https://github.com/blasf1/ns-3-dev-git/tree/
wifi_multicast_3.35

Fig. 5 Simulated topology
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Table 2 Physical layer settings

Setting Value

PHY layer 802.11ac

Rate adaption Minstrel

Tx Power 15 dbm

Error rate model Table-based

Max distance 30m

NS-3 to external Python libraries. In this case, it is used to
connect the simulation with an external script, where the Key
Performance Indicators (KPIs) are gathered and processed.
The AP sends a set of KPIs to the script every 0.25 s. The
unicast data rate is set to 1 Mbps while the multicast data
rate is set to 1.5 Mbps to match video call applications such
as Microsoft Teams [15]. This is done to simulate scenar-
ios such as hybrid lectures at a university or a student dorm.
The simulations were carried out using the IEEE 802.11ac
physical layer model of NS-3, and Minstrel was used for
the rate adaptation of unicast and DMS transmissions. The
channel width minimum is set to 40MHz to facilitate the use
of the new VHT MCSs. Contrary to previous evaluations,
the scenario presented in this work uses Minstrel [1] as a
rate adaption algorithm, representing more realistically the
behavior of DMS and the channel occupancy. Since MRs are
positioned randomly inside a 30-meter disc, the transmis-
sion power is adjusted to have stations with different levels
of RSSI. This way, effects such as DMS stations using slow
datarates are factored in. We use the table-based error rate
model as it is the only one supported by the VHT physical
layer inNS-3. The details on the configuration of the physical
layer are summarized in Table 2.

When using simulations, there is a close relation between
the results and the scenario. However, the number of different
scenarios that can be tested is infinite. The scenarios designed
in this section aim to overcome this by incorporating random
positioning of the STAs into a realistic scenario. For this
reason, we also base the selection of parameters such as the
multicast transmission rate in real-life data.

A set of scenarios is defined to gain an understanding of
the efficiency and the scalability of the GATS policies by
varying the number of STAs (the load of the network) and
the number of MRs (the size of the multicast group). Two
blocks of scenarios have been defined: efficiency scenarios,
summarized in Table 3, and scalability scenarios, summa-
rized in Table 4. For all scenarios, we gather:

(i) the normalized multicast goodput, i.e., the amount of
user information delivered correctly normalized with
respect to the amount of information that was injected
in the network;

(ii) the channel occupancy, i.e., the share of airtime being
used for transmissions;

(iii) the share of retransmissions, i.e., the share of frames
that are retransmitted over the total number of frames;
and

(iv) the average delay experimented by the stations for the
multicast transmissions.

The different scenarios evaluated are described in the follow-
ing subsections.

4.1.1 Efficiency

An efficient GATS policy is essential in heavily loaded net-
works to avoid further channel congestion. A more efficient
GATS policy does not necessarily reduce the occupancy,
but it may be able to fit more frames into the available air-
time, increasing throughput. Thus, to test the efficiency of the
GATS policies, the number of MRs is locked, and two sce-
narios are defined: scenario 1, with a small multicast group
(m = 4 MRs), and scenario 2, with a big multicast group
(m = 10 MRs). This group size is determined by prelimi-
nary simulations, where groups bigger than m = 10 MRs do
not show any further behavior changes. With these two mul-
ticast groups, the number of STAs is progressively increased
to increment the load on the network. Thus, the number of
STAs is given by u : u = 4n : n ∈ �1, 9�, i.e., tests with
all the number of STAs that are multiples of 4 between 4
and 36. The upper limit of the set of efficiency simulations
has been determined empirically using test simulations to
identify when frames start exceeding the deadline and are
consequently dropped, indicating the maximum load level.
Each simulation represented 30s, but only the last 20 s were
used for the evaluation. The first 10 s are disregarded as they
are used as a stabilization period. Each of these combinations
is repeated 10 times with different seeds.

4.1.2 Scalability

These tests aim to find the crossover point when the number
of MRs makes DMS produce excessive overhead. The size
of a multicast group influences the selection of the GATS
policy. While Legacy and GCR-UR are independent of the
group size, DMS’s performance depends on it because the
number of frames it transmits increases proportionally to the
number of MRs in the multicast group. However, in small
multicast groups, the use of DMS can be beneficial as the
transformation of multicast transmissions into unicast trans-
missions makes it possible to use faster MCSs. Thus, to find
this crossover point, three scenarios are defined where the
network load (introduced by the STAs) is locked, and then
for each of them, the number of MRs is gradually incre-
mented. Scenario 1 has 8 STAs (u = 8) to simulate a low
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Table 3 Evaluation parameters for the efficiency scenarios

Unicast STAs datarate # Unicast STAs # MRs Multicast datarate

1 Mbps u : u = 4n; n ∈ �1, 9� Scenario 1: m = 4 Scenario 2: m = 10 1.5 Mbps

Table 4 Evaluation parameters for the scalability scenarios

Unicast STAs datarate # Unicast STAs # MRs Multicast datarate

1 Mbps Scenario 1: u = 8 Scenario 2: u = 20 Scenario 3: u = 28 2m : m ∈ �1, 8� 1.5 Mbps

load; scenario 2 has 20 STAs (u = 20) to simulate a medium
load; and, finally, scenario 3 has 28 STAs (u = 28) to simu-
late a high load. These load levels are determined by looking
at the results of the efficiency scenarios. Each of these sce-
narios tests the effect of different numbers of MRs. The set
of tested group sizes is given by 2m : m ∈ �1, 8�, where m
is the number of MRs.

4.2 Results Discussion

In this subsection, the results of the scenarios presented above
are discussed, starting with the results of the efficiency sce-
narios first.

4.2.1 Efficiency

Fig. 6 shows the results of scenario 1 for the efficiency evalu-
ation, particularly the scenario with a small multicast group.
As expected, when the number of MRs is low enough, DMS
achieves a higher multicast goodput regardless of the load in
the network, as shown in Fig. 6a. Ninety-five percent confi-
dence intervals for the 10 executions are shown as a shading
thatmatches the corresponding line’s color. The use of higher
data rates enabled by the feedback available in DMS allows
it to fit in more frames and make more efficient use of the air-
time than Legacy andGCR-UR,which need to transmit at the
basic rate. This causes each frame to take much more airtime
than those transmitted with DMS. Moreover, DMS retrans-
mits the frames that are lost thanks to the use of ACKs, thus
improving reliability. Overall, GCR-UR achieves a higher
multicast goodput than Legacy, thanks to the retries that
deliver frames that Legacy could not deliver. However, there
is a point where x = 20 at which Legacy performs bet-
ter. This happens because Legacy delays the congestion in
the network with respect to GCR-UR. In this way, the lower
load of Legacy at this stage causes fewer collisions, andmore
frames are delivered even without retries. This can be seen
by the share of retransmissions (share of received frames
that were retransmission over the total number of received
frames) in the unicast traffic shown in Fig. 6c. In the stages
where the load is even higher, the network reaches its con-

gestion limit, and the retries play a fundamental part again
for GCR-UR, as those frames lost due to collisions have a
second chance. Similarly, before x = 20, the low load in the
network helps GCR-UR deliver more frames as most frames
are lost due to noise in the channel, not collisions.

The capacity of DMS to fit in more frames of themulticast
thanks to the higher data rates stream leads to a worsening of
the unicast goodput (which is transmitted uplink). Similarly,
the greater airtime consumed by GCR-UR also has a nega-
tive impact on the unicast traffic compared with Legacy. This
is also reflected in the channel occupancy in Fig. 6b. A very
important metric to take into consideration in video applica-
tions is delay. The delay provides a good understanding of the
behavior of the different EDCAqueues. Figure6d shows how
DMS frames spend, on average, much longer in the queue
as the load increases. This happens because DMS injects m
times more frames than Legacy and m/2 times more frames
than GCR-UR. Consequently, more frames need to wait to
gainmedium access, and the queue gets fuller. However, note
that DMS does not reach the deadline with the group size
tested in scenario 1. This is expected as more frames in the
downlink compete to use the channel, affecting the uplink.
Something similar happens in the delays with both GCR-UR
and Legacy. The fact that Legacy injects half the number of
frames gives it an advantage in terms of delay, although this
does not result in a higher goodput as it offers less reliability.

When the bigger multicast group is used in scenario 2, the
results are notably different, as shown in Fig. 7, especially
for DMS. The presence of a larger number of MRs multi-
plies the number of frames that DMS needs to send, as it
transmits a unicast frame per MR. This causes congestion in
the channel, and its performance degrades quickly as the load
in the network increases, as shown in Fig. 7a, where the mul-
ticast goodput falls behind GCR-UR and Legacy after only
12 unicast stations. Even if frames transmitted using DMS
use higher data rates and less airtime, the fact that there are
moreMRs in this scenario causes a bigger overhead. Sending
m faster frames plus their respective contention periods uses
more airtime than sending a single slower frame with Legacy
or two slower frames in GCR-UR. The greater congestion
caused by DMS obviously has a negative impact on the num-
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Fig. 6 Scenario 1 of the efficiency evaluation (m = 4 MRs) with unicast sources of 1 Mbps

Fig. 7 Scenario 2 of the efficiency evaluation (m = 10 MRs) with unicast sources of 1 Mbps

ber of collisions, as shown in Figure 7c. Note that even if
the share of retransmissions includes only unicast traffic, it
gives a good enough idea ofwhen saturation on the network is
reached and the number of collisions happening in the chan-
nel. The behavior of Legacy and GCR-UR is virtually the
same as in scenario 1, as the group size does not affect these
policies. Channel occupancy, shown in Fig. 7b, perfectly
reflects the overload of the channel caused by DMS. Mul-
ticast delay is also negatively impacted in DMS, as this time,
contrary to what happened in scenario 1, frames are exceed-
ing the deadline and being dropped, as shown in Fig. 7d.

4.2.2 Scalability

Regarding scalability, Legacy and GCR-UR are expected to
show stable behaviors as they are not affected by the num-
ber of MRs. However, DMS’s performance worsens as the
number of MRs increases, as shown in Fig. 8. Legacy and
GCR-UR remain stable, delivering almost every frame. On
the other side, DMS’s goodput falls with bigger multicast
groups, as shown in Fig. 8a. However, before reaching the
point where performance drops, DMS can deliver 100%
of the traffic thanks to the existence of feedback. In con-
trast, GCR-UR and especially Legacy fail to do so, even
though they are still very close to 100%. Figure8b shows

how the channel occupancy increases progressively with the
number of MRs when DMS is used. Consequently, as the
channel becomes more congested, the goodput falls due to
the increase in the number of retransmissions, as shown in
Fig. 8c. The higher occupancy of the channel causes the
frames to wait longer in the queue until gaining medium
access, and therefore, the multicast delay also increases, as
shown in Fig. 8d.

Figure 9 shows the scalability scenario 2, i.e., with a
medium load. This time, DMS’s multicast goodput degrades
much faster and is already below Legacy for x = 6 MRs, as
shown in Fig. 9a. The higher load in the network negatively
influences the number of MRs that DMS can handle. In this
scenario, the network load brings it closer to saturation. Thus,
when DMS needs to send frames to a reasonable number of
MRs, the higher number of frames trying to gain channel
access ends up saturating the channel and making the per-
formance drop. Legacy achieves a higher multicast goodput
than GCR-UR, despite the latter retransmitting all frames,
which should increase the chances of frames being delivered.
However, the network in this stage is getting close to satura-
tion, and the extra airtime used by GCR-UR retransmissions
is causing a higher occupancy, as shown in Fig. 9b. DMS’s
occupation increases until it reaches saturation. On the other
hand, GCR-UR and Legacy, while close to saturation, stay
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Fig. 8 Scenario 1 of the scalability evaluation (u = 8 STAs) with unicast sources of 1 Mbps

Fig. 9 Scenario 2 of the scalability evaluation (u = 20 STAs) with unicast sources of 1 Mbps

below, which allows them to reduce the number of collisions,
as shown in Fig. 9c, which allows the increase in the multi-
cast goodput mentioned above. It also shows how the extra
airtime used by the retransmissions of GCR-UR increases
the probability of collisions, which explains its lower good-
put, as the higher chances of delivery due to the existence of
retransmissions cannot compensate for the higher chances of
collisions, caused by the close-to-saturation scenario caused
by such retransmissions. The overhead caused by DMS has a
big impact on the delay of multicast traffic as well, as shown
in Fig. 9d. Legacy and GCR-UR do not reach saturation, and
the frames can gain medium access without accumulating
in the queue, which keeps delays low. DMS generates too
many frames for them tofitwithin the available airtime. Thus,
frames pile up in the queue and end up being dropped as they
exceed the deadline.

Finally, Fig. 10 shows scenario 3, representing a high-load
situation. The saturation is clearly shown by the occupancy
and the share of retransmissions in Figs. 10b and 10c. When
the number of MRs is smaller than 6, DMS benefits from
faster data rates and feedback, which allows it to fit in
more frames and deliver them. However, as the network is
saturated, the performance of all the policies is negatively
affected, with a noticeable decrease in the multicast good-
put with respect to scenario 2, as shown in Fig. 10a. Legacy
performs worse than GCR-UR again in this case, as satura-

tion occurs with both policies. Then, the retries of GCR-UR
increase the probability of successful delivery. InDMS,many
more frames are generated, and thus, they have to wait longer
in the queue to gain medium access. Due to the high level of
congestion, many of them are dropped as they cannot gain
medium access before the 2-second deadline, as shown in
Fig. 10d.

4.3 Usage Recommendations

Some general usage recommendations can be drawn from
the results obtained in the evaluation. Legacy generally offers
poor reliability, but when the channel occupancy is close to
saturation and with bigger multicast groups, it can avoid fur-
ther channel saturation compared with GCR-UR and DMS.
Avoiding saturation is essential formaintaining performance,
making it perfect for this situation. Thus, Legacy is most use-
ful in networks with significant loads that do not often reach
saturation. In HT networks, transmitting at a basic rate was
more detrimental to Legacy as the rest of the stations were
also transmitting at lower data rates, which made it more
difficult for them to fit their traffic in the channel.

DMS offers the best reliability and efficiency with smaller
multicast groups. The exact number of MRs depends on the
load of the network and the number of STAs expected to
use the network since more STAs saturate the network more,
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Fig. 10 Scenario 3 of the scalability evaluation (u = 28 STAs) with unicast sources of 1 Mbps

Fig. 11 Average datarate of the multicast stations when using DMS

even with the same total amount of injected traffic, but in
general, DMS does not cope well with groups of more than
4 MRs. This number may be higher with lower loads. DMS
proves more versatile in VHT networks as the higher avail-
able data rates enable it to fit in the frames of more MRs
in the same airtime. Allowing DMS to use rate adaptation
algorithms gives it a further advantage. Thus, it is possible
to use DMS in VHT networks where the link quality is usu-
ally good, and therefore, higher data rates can be used, and
multicast groups are predicted to be small. The average data
rate used by the MRs when using DMS is shown in Fig. 11.
When the network is saturated, GCR-UR performs better as
the retries increase reliability. Frames have more chances of
being delivered despite the high levels of collisions as it is
not that frequent that a frame and its retry get lost due to
collisions. Thus, GCR-UR is more suitable for networks that
often operate under saturation.

Another aspect to consider when selecting the appropriate
policy is the capacity of the AP. Not all policies require the
same computing resources. DMS demands more resources,
as it involves theAP replicating the same framewith different
headers as many times as MRs there are in the group, having

to process their respective ACKs as well. On the other hand,
Legacy does not generate any extra overhead as it sends a
single frame to all MRs, regardless of the number of MRs.
GCR-UR is the middle ground, as it has to replicate the data
frames as many times as retries, regardless of the number of
members in the multicast group. Moreover, the headers do
not need to be modified, and there is no need to process the
ACKs.

Amethod to dynamically select the transmission policy to
the channel conditions and the number ofMRswould be ideal
for extracting the maximum performance of the network at
each moment in time. We build on this work to present such
a mechanism in [16].

5 Conclusion

This paper presents the first performance evaluation of the
GATS policies introduced in the IEEE 802.11aa amendment
on a VHT physical layer that uses a rate adaptation algo-
rithm to recreate realistic conditions. Our evaluation shows
considerable differences in the performance of the GATS
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policies due to the higher available bandwidth with respect
to previous HT networks. The literature shows how the over-
head introduced by DMS with the lower data rates provided
by HT networks renders it hardly usable. However, in VHT
networks, it is the most efficient policy with smaller groups
and evenwithmiddle-size groups if the network’s load is low.
Our evaluation shows that channel occupancy is themainKPI
affecting the performance of all the policies, with the num-
ber ofMRs also being relevant in DMS. A dynamic approach
that chooses the best GATS policy for each situation would
be able to achieve a sustained performance by combining the
advantages of all of them.
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